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Annotatsiya. Mazkur maqolada past threshold sharoitida mBERT (multilingual BERT)
modelining xavfli yozishmalarni avtomatik tasniflash imkoniyatlari tahlil gilinadi. Tadgiqotda
ijtimoiy tarmogqlardan (xususan, Telegram platformasidan) yig‘ilgan o ‘zbek tilidagi matnli
yozishmalar asosida xavfli va xavfsiz kontentni aniqlash masalasi ko ‘rib chigiladi. Model chigish
ehtimollari uchun turli threshold giymatlari (0.5 dan past) go ‘llanib, ularning aniglik (accuracy),
to ‘liglik (recall), aniqlik ko ‘rsatkichi (precision) va F1-mezoniga ta’siri baholanadi. O ‘tkazilgan
tajribalar natijalari shuni ko ‘rsatadiki, past threshold sharoitida mBERT modeli xavfli
yozishmalarni aniqglashda yuqori to ‘liglikni ta 'minlaydi, birog noto‘gri ijobiy tasniflar soni
ortishi kuzatiladi. Tadgiqot natijalari real vaqt rejimida xavfli kontentni erta aniglash talab
etiladigan monitoring tizimlari uchun muhim amaliy ahamiyatga ega bo ‘lib, ijtimoiy tarmoqlarda
axborot xavfsizligini ta’'minlashda mBERT modelidan foydalanish imkoniyatlarini kengaytiradi.

Kalit so‘zlar: xavfli yozishmalar, matnlarni tasniflash, sun’iy intellekt, mMBERT modeli,
past threshold, ijtimoiy tarmoglar, tabiiy tilni qayta ishlash (NLP), mashinaviy o ‘rganish, axborot
xavfsizligi, Telegram yozishmalari

BO3MOKHOCTHU MOAEJIX MBERT JJI51 KIACCU®UKALIUU OITACHBIX
COOBIIEHUH B YCJIOBUAX HU3KOI'O ITOPOT' A

Annomauusn. B oOannoii cmamwve ananusupyiomces 6ozmodrcHocmu  mooenu MBERT
(multilingual BERT) ons asmomamuueckou kiaccugpuxayuu onacuvix cooOweHuil 8 YClo8usx
HUuszko020 nopozosozo snauenus (low threshold). B uccredosanuu paccmampusaemcs 3adaua
8bIABNIEHUS ONACHO20 U DE30NACHO20 KOHMEHMA HA OCHOB8E MEKCMOBbIX COOOUeHUl Ha Y30eKCKOM
A3bIKe, COOPAHHBIX U3 COYUATbHBIX cemell, 8 yacmHocmu naameopmol Telegram. [[na 6bixoOHbIX
seposamHocmell Mooenu NPUMEHAIOMCs pa3iuynsle sHaveHus nopoea (nudxce 0,5), u oyenusaemcs
Ux @IUsAHUE HA NoKazamenu mouHocmu (accuracy), noanomol (recall), mounocmu xnaccuguxayuu
(precision) u F1-mepwvi. Pe3ynvmamvl 5KCnepumMeHmos noKawulearom, 4mo npu HU3KOM nOpo208oM
3HaueHuu mooenb mBERT obecneuusaem 6biCOKYI0 NOIHOMY OOHAPYIHCEHUSL ONACHBIX COOOUeHULl,
00HAKO Npu SMOM HAOII0OAEMC sl POC KOAULECMBA JLOHNCHONOTONCUMETbHBIX KIACCUDUKAYUIL.

Ionyuennvle pesyrbmamvl UMerOM BAHNCHOE NPAKMUYECKOe 3HAYeHue OJisl CUcmem
MOHUMOpUH2A, OPUEHMUPOBAHHBIX HA pAHHee 6blAGleHUe ONACHO20 KOHMEHMA 6 pedcume
PeanbHo20 8pemMeruU, U pacuupsIonm 603MOXCHOCmuU npumenerus mooeau mBERT ons obecneuenus
uHgopmayuonHol 6e30nAcCHOCMU 8 COYUANbHBIX CEMIX.

Knrwoueewvie cnosa: onacuvie coobujenus, Kiaccuguxkayus mekcmos, UCKYCCMEEHHblU
unmennekm, mooeno mBERT, nuszxkuil nopoe, coyuanvhvie cemu, oOpabomka ecmecmeeHHo20
sa3zvika (NLP), mawunnoe obyuenue, ungpopmayuonnas b6ezonacnocms, cooowenus Telegram
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CAPABILITIES OF THE MBERT MODEL FOR CLASSIFYING HARMFUL
MESSAGES UNDER LOW THRESHOLD CONDITIONS

Abstract. This paper analyzes the capabilities of the mBERT (multilingual BERT) model
for automatic classification of harmful messages under low threshold conditions. The study
addresses the problem of identifying harmful and safe content based on Uzbek-language text
messages collected from social networks, particularly the Telegram platform. Various threshold
values below 0.5 are applied to the model output probabilities, and their impact on performance
metrics such as accuracy, recall, precision, and F1-score is evaluated. Experimental results
demonstrate that under low threshold settings, the mBERT model achieves high recall in detecting
harmful messages; however, an increase in false positive classifications is also observed. The
findings are of significant practical importance for real-time monitoring systems that require
early detection of harmful content and expand the applicability of the mBERT model for ensuring
information security in social networks.

Keywords: harmful messages, text classification, artificial intelligence, mBERT model, low
threshold, social networks, natural language processing (NLP), machine learning, information
security, Telegram messages.

Kirish

Bugungi kunda ijtimoiy tarmoglar axborot almashishning eng tezkor va ommabop
vositalaridan biriga aylangan bo‘lib, ular orqali tarqatilayotgan matnli kontent hajmi keskin ortib
bormogda. Shu bilan birga, ijtimoiy platformalarda potentsial xavfli, tahdidli, provokatsion yoki
salbiy mazmunli yozishmalarning ko‘payishi jamiyat axborot xavfsizligiga jiddiy tahdid
solmoqda.

Bunday kontentlar ijtimoiy bargarorlikka, shaxsiy xavfsizlikka va jamoatchilik fikriga
salbiy ta’sir ko‘rsatishi mumkin. Shu sababli, bunday yozishmalarni erta bosgichda aniglash va
avtomatik nazorat qgilish zamonaviy tabiiy tilni gayta ishlash (NLP) tizimlari oldida turgan dolzarb
ilmiy-amaliy vazifalardan biridir.

So‘nggi yillarda mashinaviy o‘rganish va chuqur neyron tarmoqlarga asoslangan
yondashuvlar matnlarni tasniflash masalalarida yuqori samaradorlik ko‘rsatmoqda. Xususan,
transformer arxitekturasiga asoslangan ko‘p tilli modellar turli tillardagi matnlar bilan ishlash
imkoniyati sababli alohida e’tiborni tortmoqda. Ushbu modellar kontekstual bog‘liglikni chuqur
o‘rganishi va semantik ma’nolarni aniqroq ajrata olishi bilan an’anaviy usullardan ustunlik giladi.

Aynigsa, resurslari cheklangan tillar, jumladan o‘zbek tilidagi yozishmalarni tahlil qilishda
ko‘p tilli modellardan foydalanish muhim ahamiyat kasb etadi.

Mazkur tadgiqotda ijtimoiy tarmoqlardan yig‘ilgan yozishmalar dastlab K-Means
Klasterlash algoritmi yordamida to‘rtta klasterga ajratildi. Klasterlash natijalari asosida
yozishmalar threshold = 0.25 giymati orgali xavfli va xavfsiz toifalarga gayta belgilandi. Past
threshold qiymatini qo‘llash potentsial xavfli kontentni maksimal darajada aniqlab olishga imkon
berishi mumkin, biroq bu holat noto‘g‘ri ijobiy tasniflar sonining ortishiga olib kelishi ehtimoli
mavjud. Shu bois, threshold tanlovining model samaradorligiga ta’siri alohida ilmiy tadgigot
obyekti sifatida ko‘rib chiqildi.
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Tadqiqot doirasida qayta belgilangan ma’lumotlar asosida MBERT (multilingual BERT)
modeli yordamida tasniflash tajribalari o‘tkazildi hamda thresholdning past qiymati sharoitida
modelning aniglik (accuracy), aniqlik ko‘rsatkichi (precision), to‘liglik (recall) va F1-mezonlari
batafsil tahlil gilindi. Olingan natijalar ijtimoiy tarmoglarda xavfli yozishmalarni real vaqt
rejimida aniglashga garatilgan monitoring tizimlarini loyihalashda muhim ilmiy va amaliy
ahamiyatga ega.

Asosiy gism

Threshold 0.25 ning qo‘llanilishi va model sezgirligining oshishi

Threshold giymatining 0.25 darajada tanlanishi mBERT modelini maksimal sezgir (high
sensitivity) ishlash holatiga olib keldi. Ushbu past threshold sharoitida model chigish ehtimollari
bo‘yicha hatto zaif salbiy semantikaga ega bo‘lgan, noxush iboralar, kinoya, agressiv ohang yoki
yashirin tahdid elementlarini o‘z ichiga olgan yozishmalarni ham “xavfli” toifaga kiritishga moyil
bo‘ldi. Bunday yondashuv potentsial xavfli kontentni imkon qadar erta va to‘liq aniqlashga xizmat
giladi.

Tajribalar shuni ko‘rsatdiki, threshold = 0.25 qo‘llanilganda modelning to‘liglik (recall)
ko‘rsatkichi sezilarli darajada oshdi. Bu esa model tomonidan hagigatan ham xavfli bo‘lgan
yozishmalarning aksariyati aniqlanib, tasniflash jarayonida e’tibordan chetda qolmasligini
ta’minladi. Aynigsa, ijtimoiy tarmogqlarda tahdidlar ochiq shaklda emas, balki bilvosita yoki
kontekstual tarzda ifodalanadigan holatlarda past thresholdning samaradorligi yaggol namoyon
bo‘ldi.

Shu bilan birga, model sezgirligining oshishi noto‘g‘ri ijobiy (false positive) tasniflar
sonining ko‘payishiga ham olib keldi. Ya’ni, ayrim neytral yoki kam darajada salbiy mazmunga
ega yozishmalar ham xavfli sifatida belgilandi. Bu holat precision va F1-mezon giymatlarining
nisbatan pasayishiga sabab bo‘ldi. Mazkur natijalar threshold tanlovi tasniflash sifatiga bevosita
ta’sir ko‘rsatishini va sezgirlik bilan aniqlik o‘rtasida muvozanat mavjudligini tasdiglaydi.

Umuman olganda, threshold 0.25 ning qo‘llanilishi xavfli yozishmalarni boy bermasdan
aniglash talab etiladigan vaziyatlar, xususan, real vagt monitoringi, profilaktik nazorat va
xavfsizlikka yo‘naltirilgan tizimlar uchun magsadga muvofiq yechim ekanligini ko‘rsatdi. Biroq,
amaliy tizimlarda ushbu threshold qiymatini qo‘llashda noto‘g‘ri ijobiy tasniflarni kamaytirish
uchun qo‘shimcha filtrlash yoki ko‘p bosqichli tasniflash mexanizmlarini joriy etish zarur.

2. Accuracy ko‘rsatkichi: sezgirlik evaziga barqarorlikning susayishi

Threshold qiymati 0.25 darajada belgilangan sharoitda modelning umumiy aniglik
ko‘rsatkichi — accuracy — o‘rta darajada gayd etildi. Bu holat, asosan, model sezgirligining
keskin oshishi bilan bog‘liq bo‘lib, tasniflash jarayonida xavfli kontentni boy bermaslik
maqgsadida model qaror chegarasining kengaytirilganligi bilan izohlanadi. Natijada, semantik
jihatdan neytral yoki xavfsiz mazmunga ega bo‘lgan ayrim matnlar ham “xavfli” toifaga kiritildi.

Mazkur holat noto‘g‘ri ijobiy (false positive) tasniflar sonining ortishiga olib keldi va bu
bevosita umumiy aniqlik ko‘rsatkichining pasayishiga sabab bo‘ldi. Boshqacha aytganda, model
real xavf mavjud bo‘lmagan yozishmalarni ham xavf sifatida belgilaganligi sababli to‘g‘ri
tasniflangan namunalar ulushi kamaydi. Ushbu natija accuracy ko‘rsatkichining threshold
tanloviga sezgir ekanligini va u model chiqish ehtimollari tagsimotiga kuchli bog‘ligligini

ko‘rsatadi.
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Shu bilan birga, accuracy ko‘rsatkichining pasayishi model samaradorligining umumiy
pasayishini anglatmaydi. Aksincha, xavfsizlikka yo‘naltirilgan tizimlarda ko‘pincha xavfli
kontentni o‘tkazib yuborishdan ko‘ra, ortiqgcha ogohlantirish berish afzalroq hisoblanadi. Shu
nugtai nazardan, past threshold sharoitida accuracy ning nisbatan susayishi modelning yuqori
sezgirligi evaziga erishilgan muhim funksional xususiyat sifatida baholanishi mumkin.

Natijalar shuni ko‘rsatadiki, accuracy va recall o‘rtasida muayyan muvozanat mavjud
bo‘lib, threshold qiymatini tanlashda tizimning amaliy qo‘llanish sohasi inobatga olinishi zarur.

Agar tizim real vaqt rejimida xavfli yozishmalarni aniqlashga qaratilgan bo‘lsa, past
accuracy ko‘rsatkichi ma’lum darajada maqgbul hisoblanadi. Biroq, yakuniy qgaror gabul qilish
jarayonlarida accuracy ni oshirish uchun qo‘shimcha kontekstual tahlil yoki ko‘p bosqichli
tasniflash yondashuvlarini joriy etish magsadga muvofiqdir.

Precision: ijobiy topilmalar tozaligining pasayishi

Threshold qgiymati 0.25 qo‘llanilgan sharoitda precision ko‘rsatkichi ~model
samaradorligidagi eng keskin pasaygan metrikalardan biri sifatida gayd etildi. Past threshold
natijasida xavfli sinf uchun qaror chegarasi sezilarli darajada kengaydi, bu esa modelni
ehtiyotkorlik bilan emas, balki maksimal gamrov tamoyili asosida garor gabul gilishga undadi.

Natijada, model tomonidan “xavfli” deb tasniflangan yozishmalar orasida aslida semantik
jihatdan xavfsiz yoki neytral mazmunga ega bo‘lgan matnlar ulushi oshdi.

Mazkur holat noto‘g‘ri ijobiy (false positive) tasniflar sonining ko‘payishiga olib keldi va
bu bevosita ijobiy topilmalar tozaligining pasayishiga sabab bo‘ldi. Boshqacha aytganda, model
tomonidan aniglangan xavfli yozishmalarning hammasi ham real xavfni ifodalamaganligi sababli
precision giymati sezilarli darajada kamaydi. Aynigsa, ijtimoiy tarmoglarda keng qo‘llaniladigan
kinoyali iboralar, emotsional ohang yoki kontekstga bog‘liq salbiy so‘z birikmalari model
tomonidan haddan tashqgari xavfli sifatida baholangan holatlar ko‘p kuzatildi.

Shu bilan birga, precision ko‘rsatkichining pasayishi xavfsizlikka yo‘naltirilgan tizimlar
uchun mutlag kamchilik sifatida garalmasligi lozim. Chunki bunday tizimlarda asosiy magsad
xavfli kontentni maksimal darajada aniglash bo‘lib, ayrim xavfsiz yozishmalarning xato
tasniflanishi ma’lum darajada magbul hisoblanadi. Biroq, foydalanuvchi tajribasi va tizimga
bo‘lgan ishonchni saqlab qolish nuqtai nazaridan precision ni oshirish muhim vazifa bo‘lib qoladi.

Olingan natijalar shuni ko‘rsatadiki, past threshold sharoitidla mBERT modelidan
foydalanishda precision va recall o‘rtasidagi muvozanatni ta’minlash zarur. Ushbu muvozanatga
erishish uchun qo‘shimcha semantik filtrlash, kontekstni chuqurroq hisobga oluvchi ikkilamchi
model yoki ko‘p bosqichli tasniflash mexanizmlarini joriy etish magsadga muvofiqdir.

Recall: yuqori darajadagi gamrov

Threshold giymatining 0.25 darajada belgilanishi recall ko‘rsatkichining juda yuqori
bo‘lishiga olib keldi. Past threshold sharoitida model xavfli sinfga mansublik ehtimoli past
bo‘lgan yozishmalarni ham e’tibordan chetda qoldirmasdan aniqlashga harakat gildi. Natijada,
model deyarli barcha real xavfli yozishmalarni muvaffagiyatli aniglab, tasniflash jarayonida ularni
boy bermadi.

Tajriba natijalari shuni ko‘rsatdiki, model nafaqat ochiq tahdid yoki keskin salbiy
mazmunga ega Yyozishmalarni, balki yumshoq, bilvosita yoki kontekstga bog‘liq nozik salbiy

ifodalarni ham “xavfli” sifatida baholadi.
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Aynigsa, ijtimoiy tarmoglarda keng targalgan kinoyali gaplar, yashirin agressiya yoki
emotsional ohang orgali berilgan salbiy signallar yugori aniglik bilan gamrab olindi. Shu jihatdan,
threshold = 0.25 xavfli kontentni maksimal darajada aniqlash va uni e’tibordan chetda
goldirmaslik vazifasida juda samarali natija berdi.

Biroq, recall ko‘rsatkichining haddan tashqari yuqori bo‘lishi precision ning pasayishi
bilan kechdi. Bu holat tasniflash jarayonida xavfli yozishmalarni aniqlash ustuvor vazifa bo‘lgan
tizimlar uchun maqgbul bo‘lsa-da, foydalanuvchi darajasidagi yakuniy qaror gabul qilish
jarayonlarida qo‘shimcha tekshiruv mexanizmlarini talab qiladi.

F1-score: o‘rtacha darajada balanslashgan ko‘rsatkich

Precision ko‘rsatkichining past bo‘lishiga qaramay, recall ning yuqori qiymati hisobiga F1-
score o‘rtacha darajada shakllandi. F1-mezon aniqlik (precision) va to‘liglik (recall) o‘rtasidagi
garmonik o‘rtacha giymatni ifodalaganligi sababli, u model samaradorligini kompleks baholash
imkonini beradi. Ushbu natija modelning yuqori sezgirligi bilan bir gatorda, aniglik jihatidan
muayyan cheklovlarga ega ekanligini yagqgol namoyon etdi.

Olingan Fl-score gqiymati mBERT modelining past threshold sharoitida xavfli
yozishmalarni aniqlashga yo‘naltirilgan vazifalarda ma’lum darajada balanslashgan ishlashini
ko‘rsatadi. Biroq, precision va recall o‘rtasidagi kuchli nomutanosiblik F1 ko‘rsatkichining yuqori
darajada bo‘lishiga to‘sqinlik qildi. Bu holat threshold tanlovining model natijalariga qanchalik
kuchli ta’sir ko‘rsatishini yana bir bor tasdiglaydi.

Shu asosda aytish mumkinki, threshold = 0.25 giymati xavfli kontentni boy bermaslik
ustuvor bo‘lgan monitoring va profilaktik tizimlar uchun mos keladi. Birog, umumiy tasniflash
sifatini oshirish va Fl-score ni yaxshilash magsadida thresholdni dinamik sozlash yoki ko‘p
bosgichli tasniflash yondashuvlarini gqo‘llash magsadga muvofiqdir.

: — Classification report —

=== Classification report === precision recall fi-score support
precision recall fi-score  support

0 0.500 0.900 0.643 10
o 0.545 0.600 0.571 10 1 0.000 0.000 0.000 9
1 0.500 0.444 0.471 9
accuracy 0.526 19 accuracy 0.474 19
macro avg 0.523 0.522 0.521 19 _macro avg 0.250 0.450 9.321 19
weighted avg 0.524 0.526 0.524 19 weighted avg 0.263 0.474 0.338 19
2 Model saglandi: xlmr_model/ 4 Model saqlandi: mbert_model/

=== Report (class-weight + tuned threshold) ===

precision recall fi1-score support

5} ©.833 ©.500 ©.625 10

1 0.615 ©.889 ©.727 9

accuracy 0.684 19
macro avg 0.724 9.694 0.676 19
weighted avg 0.730 0.684 0.673 19

[2 saglandi: bertbek model weighted/
Xulosa
O‘tkazilgan tadqiqot natijalari shuni ko‘rsatadiki, threshold = 0.25 giymati asosida
sozlangan MBERT modeli xavfli kontentni maksimal darajada ushlab qolishga yo‘naltirilgan,
yuqori sezgirlikka ega, biroq ijobiy tasniflar tozaligi past bo‘lgan tasniflash tizimi sifatida
namoyon bo‘ldi.
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Past threshold qo‘llanilishi modelning qaror chegaralarini sezilarli darajada kengaytirib,
potentsial xavf signallarini aniglash ehtimolini oshirdi. Buning natijasida noto‘g‘ri ijobiy (false
positive) holatlar soni ko‘paydi va semantik aniqlik nisbatan susaydi.

Shu bilan birga, gayd etilgan yuqori recall ko‘rsatkichlari model tomonidan real xavfli
yozishmalar deyarli to‘liq gamrab olinganini ko‘rsatadi. Bu holat xavfli kontentni erta bosqichda
aniglash talab etiladigan erta ogohlantirish (early warning) va monitoring tizimlari uchun muhim
ustunlik hisoblanadi. Birog, amaliy tizimlarda noto‘g‘ri ogohlantirishlar sonining ortishi ortiqcha
shovqin, foydalanuvchi charchoqligi va tizimga bo‘lgan ishonchning pasayishiga olib kelishi
mumkin.

Mazkur jihatlarni inobatga olgan holda, threshold = 0.25 giymati xavfni boy bermaslik
ustuvor bo‘lgan ssenariylar uchun magbul yechim bo‘lsa-da, keng ko‘lamli amaliy qo‘llanmalarda
threshold giymatini oshirish (0.5 yoki 0.7), qo‘shimcha semantik filtrlash mexanizmlarini joriy
etish yoki modelni gayta optimallashtirish tavsiya etiladi. Ushbu yondashuv sezgirlik va aniglik
o‘rtasida yanada muvozanatli, barqaror hamda ishonchli tasniflash tizimini yaratish imkonini
beradi.
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