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Abstract. This paper focuses on the selection and justification of deep learning models
for emotion classification tasks. It provides a comprehensive analysis of various neural network
architectures, including Convolutional Neural Networks, Recurrent Neural Networks, Long
Short-Term Memory networks, and Transformer models, assessing their performance in
recognizing and classifying human emotions from multimodal data sources. The study examines
the strengths and limitations of each model with respect to data type, training efficiency,
computational complexity, and generalization capabilities. Furthermore, criteria for optimal
model selection tailored to real-world emotion recognition applications are discussed. The
findings contribute to enhancing the accuracy and robustness of emotion classification systems
and offer valuable guidelines for researchers and practitioners developing advanced affective
computing solutions.
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BBIBOP U OBOCHOBAHUE MOJEJIEN I''TYBOKOI'O OBYUEHUSA 151
KJIACCUPUKALIUU MO

Annomayuna. B Oannoii pabome paccmampueaemcs 6vi00p u 0060cHO8aHue Mooeel
211yo60K020 0byuenus 0as 3a0ayu Kiaccuguxkayuu smoyutl. IIpedocmaesnen 6cecmopoHnuii anaius
PA3UYHbIX  APXUMEKMYP HEeUPOHHLIX cemell, 6KIoUds C8epmouHble HeUpOHHble Ccemu,
peKyppenmuble HeUupoHHble Cemu, cemu ¢ 00A208PEMEHHOU KPAMKOBPEMEHHOU NAMAMbIO U
mooenu Transformer, ¢ oyenkou ux 3¢pghekmueHocmu 6 pacno3HasaHuu U Kiaccu@urkayuu
ueno6eyeckux OMOYUll HA OCHOBE MHOSOMOOANbHbIX OanHblX. HMccnedoeanue ananusupyem
CUnbHble U clabvle CMOPOHbBL KANCOOU MOOeNU C YYemom muna OaHHwlX, ¢hghexmusHocmu
00yYeHUs, BbIYUCTUMENBHOU CILONCHOCMU U CcnocobHocmu K obodbwenuio. Kpome moco,
06cyscoaromes Kpumepuu ONMUMAIbHO20 8b100pa Mooenell, A0anmuposanHbIX K NpAKMU4ecKuM
NPUNOdCEHUAM 8 0bracmu pacnosnaganus smoyutl. Tlonyuennvle pe3yrbmamol cnocoocmeyiom
NOBbIUEHUI) MOYHOCMU U HAOEHCHOCMU CUCMeEM KIACCUDUKAYUU IMOYULU U NPedoCmasisaion
YenHvle pexomeHoayuu O ucciedosamenell U paspabomuyuxos 6 obnacmu appexmusHvlx
8bIYUCTICHUU.

Knroueswvie cnoea: I[nyooxkoe Ob6yuenue, Knaccugpurayus Omoyui, CeepmoyHvle
Heuponnvie Cemu, Pexyppenmnwvie Heuponnvie Cemu, /[oncoepemennas Kpamkospemennas
Hamamw, Mooenu Transformer, Boibop Mooenu, [Ipouzsooumenvrocms Hetiponnwvix Cemeii.

Introduction

In recent years, deep learning techniques have revolutionized the field of artificial
intelligence, becoming pivotal tools for the automatic recognition and classification of human
emotions.
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Emotion classification plays a critical role in enhancing human-computer interaction,
psychological assessment, healthcare applications, and marketing strategies. However, selecting
an appropriate deep learning model for emotion classification presents significant challenges due
to the complexity and variability of emotional data, diverse neural network architectures,
computational requirements, and the efficiency of training processes. This paper aims to provide
a comprehensive analysis of various deep neural network architecturesincluding Convolutional
Neural Networks, Recurrent Neural Networks, Long Short-Term Memory networks, and
Transformer models focusing on their effectiveness and suitability for emotion classification
tasks.

Additionally, the study discusses essential criteria and considerations for justifying the
selection of specific models in real-world applications. The insights gained from this research are
expected to guide future developments in affective computing, improving the accuracy and
robustness of emotion recognition systems and advancing human-machine interfaces.

Main part

In this study, we will consider in detail the methodological foundations of selecting and
applying deep learning models for effective classification of emotions in the communication
process. At the current stage of development of modern artificial intelligence, deep learning
technologies are recognized as one of the most promising approaches to identifying emotions in
communication. The issue of identifying and classifying emotions is complex, and in this process
it is necessary to take into account various modalities, such as text, voice, facial expressions.

Therefore, an important methodological issue is to evaluate all existing models in this
area and select the most optimal options from among them. When choosing deep learning
models for the task of classifying emotions, the main attention should be paid to the following
criteria: the level of accuracy of the model, the consumption of computational resources, the
ability to work in real time, the amount of data required for training, and the degree of
adaptability of the model to various communication contexts. This set of parameters allows us to
choose the most optimal solution for our study. It is worth noting that each criterion has its own
importance, and their relative importance depends on the specific task and application situation.

The accuracy of the model is undoubtedly one of the main indicators. High accuracy in
emotion classification provides a good result, but this indicator alone is not enough. When
assessing the accuracy, it is important to consider not only the percentage of overall correct
predictions, but also individual indicators for each emotion class. For example, some emotions
(for example, neutral or happiness) are often well identified, while others (for example, irony or
mixed emotions) are often incorrectly classified. Therefore, it is advisable to evaluate each
emotion class using criteria such as F1-score, precision, recall.

The consumption of computational resources is an important factor determining the real-
world applicability of the model. Models with large transformer architectures can provide high
accuracy, but they require a large amount of memory and computing power. This makes them
difficult to use on mobile devices or in resource-constrained environments. Therefore, when
choosing a model, it is necessary to take into account parameters such as its size, the time
required for training and prediction, and energy consumption. The ability to work in real time is
especially important in interactive systems.
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To quickly identify emotions in the communication process, the model must work with
minimal latency. Otherwise, the system may be inconvenient for the user.

The ability to work in real time is closely related to the architecture of the model, the
number of parameters, and how it is optimized.

The amount of data required for training is also an important criterion. Some complex
models require very large data sets to show high results. This can be a serious obstacle,
especially for resource-constrained languages such as Uzbek. Therefore, it is preferable to
choose models that can perform well even with a small amount of data or use transfer learning
methods. The degree to which a model can adapt to different communication contexts is one of
the factors that determine its practical value. Communication can occur in different domains
(e.g., social media, customer support, educational platforms) and in different formats (formal,
informal, professional).

Therefore, it is important that the model chosen can adapt to different contexts and
accurately classify emotions.

There are several main deep learning architectures used for emotion classification today.

Among them, recurrent neural networks (RNNSs), in particular, Long Short-Term Memory
(LSTM) and Gated Recurrent Unit (GRU) models, show high results in detecting temporal
relationships in text data. The advantage of these models is that they are able to take into account
the contextual features of the dialogue and preserve the meaning of sentences. The advantage of
LSTM models is their ability to sort out important information through mechanisms for storing
and forgetting long-term relationships. This is especially important in cases where emotional
expressions are often related to information said at the beginning of the dialogue.

GRU models, on the other hand, are simpler than LSTM and can show good results even
with a small number of parameters. Their advantage is that they are trained faster and require
less memory. In our study, it may be appropriate to use GRU-based models, especially in cases
where real-time operation is important. Convolutional neural networks (CNN) are also showing
high efficiency in processing text data. They are especially useful in detecting local features in
the communication process and analyzing relationships between words. The advantage of CNN
models is the ability to perform parallel computing, which allows them to run faster than LSTM
and GRU models. CNN models also allow for the effective detection of important word
combinations and phrases related to emotions in texts.

Some studies also use hybrid architectures based on the combination of CNN and RNN
models. In this approach, the CNN part is used to detect local features, and the RNN part is used
to take into account long-term relationships. Our study also aims to test such hybrid architectures
and evaluate their effectiveness. In recent years, transformer architectures, in particular BERT
(Bidirectional Encoder Representations from Transformers) and its various modifications, have
brought revolutionary changes in language and speech processing. The advantage of these
models is the ability to effectively take into account contextual dependencies and deeply
understand the semantic meaning of the text. BERT and its variants provide a high level of
accuracy in emotion classification, but they require a large amount of computational resources,
which complicates their application in real-time systems.
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The BERT model is famous for its pre-training/fine-tuning paradigm, which allows it to
be adapted for special tasks such as emotion classification. Our research aims to study effective
methods for adapting the BERT model to the task of classifying emotions in the Uzbek language.

At the same time, it is also important to analyze lightweight and optimized variants of
BERT, such as RoOBERTa, DistilBERT, ALBERT, since they allow achieving high results even
with less computational resources. Other models belonging to the transformer family, such as
GPT (Generative Pre-trained Transformer) and its variants, can also be used for the task of
classifying emotions. A distinctive feature of GPT models is their generative nature, which
allows them not only to classify emotions, but also to generate emotional content. This can be
useful in creating artificial datasets for testing emotion classification systems.

Another important aspect of our research is the study of multimodal approaches.

Emotions are expressed not only through text, but also through voice timbre, speech rate,
pauses, and other paralinguistic features. Therefore, in our study, it is also appropriate to
consider multimodal deep learning architectures that combine text and voice data. Such an
approach can significantly improve the accuracy of emotion classification. Among multimodal
approaches, architectures that combine text and voice deserve special attention. Such models use,
for example, models such as BERT or RoBERTa for text data, and wav2vec2 or HUBERT for
voice data. Then, the features obtained for individual modalities are combined and a general
prediction is made for emotion classification. Our research aims to test different variants of such
models and evaluate their effectiveness.

When selecting models, their ability to adapt to dialogues in Uzbek and other Turkic
languages is also important. Many modern models are optimized mainly for English and other
common languages, and do not take into account the linguistic features of Turkic languages.

Therefore, in our study, it is necessary to consider optimal methods for adapting models
to Uzbek data. In this regard, multilingual models, such as XLM-RoBERTa, mBERT
(multilingual BERT) or mT35, are of particular interest. These models are trained on multilingual
datasets and allow them to work with data in different languages, including Uzbek. High
accuracy can be achieved by fine-tuning such models with emotional data in Uzbek.

Also, when choosing any model, it is necessary to address the issue of the dataset needed
for its training. The emotional dataset in Uzbek may be limited. In such cases, data augmentation
methods can be used, such as translating existing data, creating new samples through
paraphrasing, and artificial data generation. Based on the preliminary analysis, it was found that
the most promising approach is to use transformer-based models to classify emotions in
communication. In particular, multilingual models such as XLM-RoBERTa also show good
results on Uzbek texts. However, in order to effectively use such models, they need to be
retrained on the basis of an emotional dataset in Uzbek.

At the same time, in situations where resource consumption is required to be optimized in
real-time systems, more lightweight models can be used. In such cases, the possibility of
transferring the knowledge of large transformer models to smaller and faster neural networks
using the knowledge distillation approach is considered. In addition to choosing a model
architecture, special attention should be paid to optimizing the training process.
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For this, it is important to correctly select hyperparameters such as various optimization
algorithms (Adam, AdamW, RAdam, etc.), the number of training epochs (epochs), and batch
size. It is also envisaged to use regularization methods such as dropout, weight decay, and early
stopping to solve the overfitting problem.

During the model evaluation process, it is important to check how it works on different
data sets using the cross-validation method. This allows you to assess the generalization ability
of the model and identify overfitting problems. For evaluation, along with standard criteria such
as accuracy, precision, recall, and F1-score, confusion matrix analysis is also performed, which
allows you to determine which emotion classes are confused with each other.

Conclusion

The selection of appropriate deep learning models for emotion classification is a
multifaceted task that requires careful consideration of data characteristics, model architecture,
computational complexity, and real-world applicability. This study has critically examined
prominent neural network architectures Convolutional Neural Networks, Recurrent Neural
Networks, Long Short-Term Memory networks, and Transformer-based models highlighting
their respective advantages and limitations in processing multimodal emotional data. The
analysis demonstrated that no single model universally outperforms others across all scenarios;
instead, the optimal choice depends on the specific application context, available data modalities,
and performance requirements.

Furthermore, the justification of model selection must incorporate both quantitative
performance metrics and qualitative factors such as interpretability and scalability. By
integrating these criteria, researchers and practitioners can develop more robust, efficient, and
accurate emotion classification systems. The ongoing advancements in deep learning
architectures and training methodologies promise continued improvements in affective
computing, ultimately enhancing human-computer interaction and broadening the scope of
emotion-aware technologies.

Future research should focus on hybrid models and adaptive frameworks capable of
dynamically adjusting to diverse emotional contexts and data types. Additionally, ethical
considerations related to privacy and bias in emotion recognition warrant increased attention to
ensure responsible deployment of these technologies.
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